COMPUTATIONAL HARDNESS OF VALIDITY IN
PROBABILITY LOGIC

RUTGER KUYPER

ABSTRACT. We consider the complexity of validity in e-logic, a
probability logic introduced by Terwijn. We prove that the set
of valid formulas is ITi-hard, improving a previous undecidability
result by Terwijn.

1. INTRODUCTION

Over the years, there have been many attempts at combining logic
and probability through so-called probability logics. We study the com-
putational aspects of a probability logic introduced by Terwijn in [4].
This logic has two main characteristics whose combination sets it apart
from earlier attempts: first, the logic is closely related to probabilistic
induction and Valiant’s pac-model; and second, it is a probabilistic in-
terpretation of first-order logic instead of a probability logic with an
entirely new syntax. Terwijn’s probability logic depends on a fixed
error parameter € and is hence called e-logic.

Valiant [6] also introduced a probability logic related to his pac-
model. Nonetheless, the logic most closely related to e-logic is the logic
L, p introduced by Keisler, surveyed in Keisler [2]. This logic contains
quantifiers of the form (Px > r) which should be read as “holds for at
least measure r many z”. However, Keisler’s logic does not contain the
classical universal and existential quantifiers and does not attempt to
model probabilistic induction in any way. Nevertheless, it turns out we
can adapt some of the ideas used to prove results about L£,p to obtain
similar results for e-logic. For a discussion of more probability logics
related to ours, we refer to the introduction of Kuyper and Terwijn [3].

Unfortunately, it turns out that e-logic is computationally quite hard.
Previously, Terwijn [5] has shown that the set of e-tautologies is unde-
cidable. This should not be too surprising, because this is of course also
the case for classical first-order logic. For L, p, Hoover [1] has shown
that validity is IT}-complete (i.e. of the same complexity as first-order
arithmetic with second-order universal quantifiers), which is compu-
tationally much harder than first-order logic. In this paper, we will
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2 R. KUYPER

combine some of his ideas with our own to show that e-logic is IIj-
hard. This shows that e-logic is computationally much harder than
first-order logic and that we cannot hope to find an effective calculus
for it.

In the next section we will briefly recall the definition of e-logic and
some elementary facts. After that, we will prove in section 3 that there
exist many-one reductions between eyp-logic and e;-logic for g5 # &;.
Finally, in section 4 we will prove that e-logic is II}-hard by utilising
these reductions.

2. e-LoGIC

As mentioned above, e-logic was introduced in Terwijn [4]. After-
wards, the definition has gone through a few minor modifications. We
use the definition from Kuyper and Terwijn [3]. For a discussion of this
definition and more information about e-logic, we refer to the same pa-
per.

Definition 2.1. Let £ be a first-order language, possibly containing
equality, of a countable signature. Let ¢ = ¢(xy,...,x,) be a first-
order formula in the language £, and let ¢ € [0,1]. Furthermore, let
M be a classical first-order model for M and let D be a probabil-
ity measure on M. Then we inductively define the notion of e-truth,
denoted by (M, D) . ¢, as follows (where we leave the parameters
implicit).

(i) For every atomic formula ¢:

(M,D) e p it M = .
(ii) We treat the logical connectives A and V classically, e.g.
(M, D) - o AN if (M, D) . ¢ and (M, D) =, 9.
(iii) The existential quantifier is treated classically as well:
(M, D) = 3rp()
if there exists an a € M such that (M, D) . ¢(a).

(iv) The case of negation is split into sub-cases as follows:
(a) For ¢ atomic, (M, D) . —p if (M, D) . .
(b) — distributes in the classical way over A and V, e.g.

(M7D) ):a _‘(90 A ¢) if <M7D) ):e oV .

) (MaD) ):8 2 if (M7D) ):6 2

) (M, D) = (¢ = ) if (M, D) = ¢ A .
) (M, D) . =Fzp(x) if (M, D) . Va—p(z).
) (M, D) = “Vap(z) if (M, D) = Jz—p(z).
(V) (MvD) ):E Y — w if (M,D) |:€ _‘80V¢
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(vi) Finally, we define (M, D) =, Vap(x) if
I-;r[a EM|(M,D) = p(a)] > 1 —e.

Thus, the crucial change is that the universal quantifier is not treated
classically: instead of saying that we have (M, D) =, ¢(a) for all ele-
ments a € M, we merely say that it holds for “many” of the elements,
where “many” depends on the error parameter ¢.

The main reason for this change is that we want our logic to be
learnable, in the sense defined in Terwijn [4] (whose definition of learn-
ing is closely related to Valiant’s pac-model). We do not want to add
the classical universal quantifier to our logic, since it is impossible to
decide if a universal quantifier holds from just a finite amount of in-
formation. Therefore we take special care in defining our negation: we
do not want (M, D) |=. =Jxp(x) to mean (M, D) =, Jxp(z), because
the latter is equivalent to saying that (M, D) . ¢(x) holds classically
for all z € M, which is exactly what we wanted to avoid. We define
our negation in such a way that it still behaves in a classical way on the
propositional level, while it interchanges the existential and universal
quantifiers.

One other important point is that both (M,D) . Vxp(z) and
(M, D) . Jz—p(z) may hold simultaneously, i.e. both a formula and
its negation might hold at the same time. Thus, e-logic is paraconsist-
ent. For our current work this has one important implication: it is no
longer the case that ¢ is satisfiable if and only if its negation —¢ is not
a tautology, as demonstrated in Example 2.4 below.

To make sure that all necessary sets are measurable, we need to
restrict ourselves to the right set of models.

Definition 2.2. Let £ be a first-order language of a countable signa-
ture, possibly containing equality, and let € € [0,1]. Then an e-model
(M, D) for the language L consists of a classical first-order £-model
M together with a probability distribution D over M such that:

(1) For all formulas ¢ = ¢(x1,...,2,) and all a4,...,a,_1 € M, the
set
{an e M| (M, D) - p(ar,...,an)}
is D-measurable (i.e. all definable sets of dimension 1 are meas-
urable).

(2) All relations of arity n are D"-measurable (including equality, if
it is in £) and all functions of arity n are measurable as functions

from (M", D") to (M, D) (where D" denotes the n-fold product
measure). In particular, constants are D-measurable.

A probability model is a pair (M, D) that is an e-model for every
e €[0,1].
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Definition 2.3. A formula ¢(xy,...,2,) is an e-tautology or is e-
valid (notation: |=. ) if for all probability models (M,D) and all
ai,...,a, € M it holds that (M, D) . p(ay,...,a,). Similarly, we
say that ¢ is e-satisfiable if there exists a probability model (M, D)
and there exist ay, ..., a, € M such that (M, D) =, ¢.

We remark that, for satisfiability, it would be equivalent to use the
more satisfying definition of letting ¢ be e-satisfiable if there exists just
an e-model (M, D) such that (M, D) = ¢, as follows directly from
Kuyper and Terwijn [3, Proposition 5.1 and Theorem 5.9]. Unfortu-
nately, we do not know of a similar result for validity. Our proof below
needs our models to be probability models, hence our choice for this
definition of an e-tautology.

Example 2.4. Let (Q be a unary predicate. Then ¢ = VzQ(z) V
Vr—Q(x) is a %—tautology. Namely, in every probability model, either
the set on which ) holds or its complement has measure at least %
However, ¢ is not an e-tautology for ¢ < % Furthermore, both ¢
and —p are classically satisfiable and hence e-satisfiable for every ¢; in
particular we see that ¢ can be an e-tautology while simultaneously

—p is e-satisfiable.
The next result will be used below.

Proposition 2.5. (Terwijn [4]) Every formula ¢ is semantically equi-
valent to a formula ¢’ in prenex normal form; i.e. (M,D) E. ¢ &
(M, D) . ¢ for all e € [0,1] and all e-models (M, D).

Note that 1-logic is fairly trivial: every formula in prenex normal
form containing a universal quantifier is trivially true, so the only in-
teresting fragment is the existential fragment, which is just the classical
fragment. It turns out that 0-validity also does not contain much in-
teresting information.

Proposition 2.6. (Terwijn [5, Proposition 3.2]) The 0-valid formulas
coincide with the classically valid formulas.

That the O-tautologies and classical tautologies coincide does not
mean that 0-logic is the same as classical logic, because in a fixed 0-
model (M, D) it might be the case that some statement (z) holds
for almost all elements of the model, but not for all; hence (M, D) .
Vae(x) but not M |= Vrp(z).

Thus, 0-logic and 1-logic have been taken care of from a compu-
tational point of view (the first is computably enumerable, while the
second is decidable). This paper will deal with rational € € (0, 1).

3. MANY-ONE REDUCTIONS BETWEEN DIFFERENT &

In this section we will show that for rational €g,e; € (0,1), the go-
tautologies many-one reduce to the £i-tautologies. Not only does this
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show that we only need to consider one fixed ¢ for our hardness results
(we will take ¢ = $ below), but in our proof of the ITj-hardness of
e-validity these reductions will also turn out to be useful in a different
way.

We will begin with reducing to bigger ¢;. To do this, we refine
the argument by Terwijn [5], where it is shown that the 0-tautologies
many-one reduce to the e-tautologies for € € [0,1). Our argument is
similar to the one given in Kuyper and Terwijn [3], where we discuss
reductions for satisfiability instead of for validity.

Theorem 3.1. Let L be a countable first-order language not containing
equality. Then, for all rationals 0 < ¢y < 1 < 1, the gq-tautologies
many-one reduce to the €1-tautologies.

Proof. We can choose integers n and 0 < m < n so that * = 1261 Let

1—60
©(y1, ..., yx) be a formula in prenex normal form (see Proposition 2.5).
For simplicity we write ¥ = y1,...,y. Also, for a function © we let
7(y) denote the vector m(y1),...,7(yx). We use formula-induction to

define a computable function f such that for every formula ¢,
(3) ¢ is an go-tautology if and only if f(p) is an &;-tautology.

For propositional formulas and existential quantifiers, there is noth-
ing to be done and we use the identity map. Next, we consider the
universal quantifiers. Let ¢ = Va)(7, ). The idea is to introduce new
unary predicates, that can be used to vary the strength of the universal
quantifier. We will make these predicates split the model into disjoint
parts. If we split it into just the right number of parts (in this case n),
then we can choose m of these parts to get just the right strength.

So, we introduce new unary predicates Xi,...,X,. We define the
sentence n-split by:

Vi ((Xl(:v)\/...\/Xn(as))/\ A\ ﬁ(Xi(x)AXj(x))>.

1<i<j<n

Then one can verify that in any model, —n-split does not hold if and
only if the sets X; disjointly cover the entire model.
Now define f(¢) to be the formula

—n-split v \/ Va (X, (@) V-V X (@) A F()(F, )

i19-~~:im

where the disjunction is over all subsets of size m from {1,...,n}. (It
will be clear from the construction that f(1)) has the same arity as v.)
Thus, f(¢) expresses that for some choice of m of the n parts, f(¢)(z)
holds often enough when restricted to the resulting part of the model.

We will now prove claim (3) above. For the implication from right
to left, we will prove the following strengthening:
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For every formula ¢(j) and every probability model (M, D) there ezists
a probability model (N, E) together with a measure-preserving surjective
measurable function 7 : N — M (i.e. for all D-measurable A we have

that E(m1(A)) = D(A)) such that for all ¥ € N we have that
(N, E) Feer f(0)(Y) if and only if (M., D) e, o(7(%))-

In particular, if f(y¢) is an £;-tautology, then ¢ is an gy-tautology. We
prove this by formula-induction over the formulas in prenex normal
form. For propositional formulas, there is nothing to be done (we can
simply take the models to be equal and 7 the identity). For the exist-
ential quantifier, let ¢ = Vzi)(x) and apply the induction hypothesis
to ¢ to find a model (N, &) and a mapping 7. Then we can take the
same model and mapping for ¢, as easily follows from the fact that 7
is surjective.

Next, we consider the universal quantifier. Suppose ¢ = Vi) (¥, x)
and let (M, D) be a probability model. Use the induction hypothesis
to find a model (N, £) and a measure-preserving surjective measurable
function 7 : NV — M such that for all ¢,z € N we have that

(N, €) Ve, f()(#, ) if and only if (M, D) f, o(7(§), 7(x)).

Now form the probability model (N, E") which consists of n disjoint
copies N, ..., N, of (N,E), each with weight % That is, £ is the
sum of n copies of %5. Let 7' : N — M be the composition of the
projection map o : N/ — N with 7. Relations in N’ are defined
just as on A, that is, for a t-ary relation R we define RV (zy,...,z;)
by RN(o(z1),...,0(x)). Observe that this is the same as defining
RN'(zy,...,x;) by RM(7'(21),...,7'(x;)). We interpret constants ¢’
by embedding ¢V into the first copy N;. For functions f of arity ¢, first
note that we can see fV as a function from N* — A’ by embedding
its codomain N into the first copy N;. We now interpret fV as the
composition of this fV with 7’. Finally, we let each X; be true exactly
on the copy N;.

Then 7’ is clearly surjective. To show that it is measure-preserving, it
is enough to show that ¢ is measure-preserving. If A is £-measurable,
then o 1(A) consists of n disjoint copies of A, each having measure
LE(A), so 71(A) has &'-measure exactly £(A).

Now, since (N’,E&’) does not satisfy —n-split (because the X; dis-
jointly cover N'), we see that

(4) (N, &) ey F(0)(7)
is equivalent to the statement that for all 1 < < --- < 4, < n we
have

(5) Prlz e N'[ (W', &) Fey (Xiy(2)V-- VX, (2))AF () (5, 2)] > a1
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By Lemma 3.2 below we have that (N, &) =, f(¢¥)(¥, z) holds if and
only if (M,E) ., f(¥)(o(y),o(x)) holds. In particular, we see for
every 1 <1 < n that

Prize N | (N, &) |, Xi(x) and (W', €) Fe, f()(7, )]
= Pl €N | (V. 6) e, FWO)o(3),0)]
It follows that (5) is equivalent to

+ = Prlz e N'| (W.€) e, F)(0(7),2)] > 1.

n—m

n
The induction hypothesis tells us that this is equivalent to

n—m

v % Pr[z € N'| (M, D) ey ¥(m(o (i), ()] > e

n
and since 7 is surjective and measure-preserving, this is the same as

Prlz € M| (M, D) sy U(n(0(3)),2)] > — (51 - ;m)

n
:—(81—1)+1:€0
m

This proves that we have (N, &) ., f(¢)(¥) if and only if (M, D) .,
(' (1))-

To prove the left to right direction of (3) we will use induction to
prove the following stronger statement:

If (M, D) is a probability model and § € M are such that (M, D) W,
f(@)(¥), then we also have (M, D) ., ¢(7).

In particular, if ¢ is an eo-tautology, then f(y) is an e;-tautology.
The only interesting case is the universal case, so let ¢ = Vxy(y, x).

Let ¥ € M be such that (M, D) }-., f(v)(y). Assume, towards a
contradiction, that (M, D) =, ¢(). Then

I;r[x EM|(M,D) =, (7, z)] >1—¢
and by the induction hypothesis we have
(6) Prlz € M| (M.D) o, f(0)(F.2)] > 1=,

Because (M, D) ~., —n-split, the X; disjointly cover M, as discussed
above. Now, by taking those m of the X; (say Xj,,...,X;, ) which
have the largest intersection with this set we find that

Priz e M| (M,D) |z, (Xiy, V-V X ) A f(@)(#,2)] = —(1 - &)

which contradicts our choice of (M, D). g

=3

I
—_
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Lemma 3.2. (Kuyper and Terwijn [3]) Let (N, &) and (N, E) be as in
the proof of Theorem 3.1 above. Then for every formula ((xy, ..., z;)
in the language of M, for every e € [0,1] and all xq,...,2; € N':
(N, E) e (a1, ... 2y) if and only if (N, E) e ((o(21),...,0(xs)).

Proof. By induction on the structure of the formulas in prenex normal
form. The base case holds by definition of the relations in N’. The only
interesting induction step is the one for the universal quantifier. So, let
¢ = Vol (o, ..., 1) and let xq,...,2; € N'. Using the induction hy-
pothesis, we find that the set A = {zg € N’ | (N",&’) e ('(xo, ..., 24)}
is equal to the set {zg € N' | (N,E) - ((o(xo),...,0(x))}, which
consists of n disjoint copies of the set B = {xg € N | (N,€) E-
('(xg,0(x1),...,0(x))}; denote the copy of B living inside N; by B;.
Then

D(A) =D _E'(B) = > 1E(B) = £(B)

from which we directly see that (N',&’) . (x4, ..., 2;) if and only if
(NLE) = C(o(xr), ..., o(xy)). O

Theorem 3.3. Let L be a countable first-order language not containing
equality. Then, for all rationals 0 < &1 < ¢¢g < 1, the gg-tautologies
many-one reduce to the £1-tautologies.

Proof. We can choose integers n and m < n such that = = % We
construct a many-one reduction f such that for all formulas ¢,

¢ is an go-tautology if and only if f(p) is an e;-tautology.

Again, we only consider the nontrivial case where ¢ is a universal
formula Vi (y, ). We define f(¢) to be the formula

onesplit A \/’ Va (X, (2) VoV X, (2) V F(0)(F, 7))

where the disjunction is over all subsets of size m from {1,...,n}.
The proof is almost the same as for Theorem 3.1. In the proof for
the implication from right to left, follow the proof up to (4), i.e.

(N, &) ey F(0)(9)-

This is equivalent to the statement that for all 1 < i, < --- < i, <n
we have

Prle € NV | (N, €) Kooy Xiy(@) VoV X () V () 0)] > e

Similar as before, using Lemma 3.2, we find that this is equivalent to

Pr[e € N | (V,€) toe, F(0)(0(), )] > 1.

n—m
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Again, using the induction hypothesis and the fact that 7 is measure-
preserving we find that this is equivalent to

Prlz € M| (M, D) -, d(n(0(§)), 2)]

This proves that (N, &) ., f(¢)(¥) if and only if (M, D) k=, ¢(¥).

For the converse implication, we also need to slightly alter the proof
of Theorem 3.1. Assuming that (M, D) f=., f(¢)(¥), follow the proof
up to (6), where we obtain

™) Prle € M| (M,D) |y F6)(5.2)] 21— <0,
Define

>

1 ="Pife € M| (M,D) b=, F(0)(7,2)]

and take those m of the X; (say Xj,,...,X;, ) which have the smallest
intersection with this set. Note that by (7) we have n > 1 —gy. Then
we find that

Prz € M| (M, D) f=, Xi\, V-V X, V f(4)(7, )]

m m g0—€1 €
2—+(1——)n:L+—ln
€o o

€o €o
which contradicts our choice of (M, D). U

Observe that, because of the inductive nature of the reductions
above, we can perform these reductions per quantifier. In particular,
we can talk about what it means for a formula with variable e (that is,
a separate ¢ for each quantifier) to be a tautology. This way, we get
something like Keisler’s probability logic mentioned in the introduc-
tion; however, remember that we still have our non-classical negation
(unlike Keisler). This idea will be crucial in our hardness proof.

4. VALIDITY IS II}-HARD

To show that the set of e-tautologies is indeed ITj-hard, we adapt
a proof by Hoover [1] which shows that £, p is IT{-complete. We will
show that, to a certain extent, we can define the natural numbers within
probability logic.

Definition 4.1. Let ¢ be a formula in prenex normal form and N a
unary predicate. Then ¢, or ¢ relativised to N, is defined as the
formula where each Vzi)(x) is replaced by V(N (z) — ¢ (z)) and each
Jxip(x) is replaced by Jz(N(z) A p(x)).
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Theorem 4.2. Let L be the language consisting of a constant symbol 0,
a unary relation N(x), binary relations * = y,' S(x) =y and R(z,y),
and ternary relations x +y = z and v -y = z. Furthermore, let [ be
the reduction from 0-tautologies to %—tautologies from Proposition 3.1.
Then there exists finite theories T, T in the language L such that, for
every first-order sentence p containing a new predicate symbol QQ, the
following are equivalent:

) Fy FEAT)V = (ANT)V f (=),
(i) N = VQ-»(Q)?

Proof. We will prove the contrapositives of the implications (i) — (ii)
and (ii) — (i). During the entire proof, one should mainly think about
what it means for a formula 1) that its negation =1 does not hold. Note
that we have that (M, D) p~ = if and only if all universal quantifiers
hold classically and all existential quantifiers hold on a set of strictly
positive measure. Likewise, (M, D) - 1 =9 holds if and only if all
universal quantifiers hold classically and all existential quantifiers hold
on a set of measure strictly greater than %

Inspired by this, we form the theories 1" and T”. T consists of Robin-
son’s ) relativised to N, axioms specifying that the arithmetical rela-
tions only hold on N, and some special axioms for N and R. That is,
we put the following axioms in 7' (keeping in mind that we are mostly
interested in what happens when the negation of these formulas does
not hold, i.e. one should read the V as a classical universal quantifier
and the d as saying that the statement holds on a set of strictly positive
measure):

All equality axioms. For example:

Va(r = x)
VaVy((N(z) Az =y) — N(y))

We should guarantee that 0 is in N:

N(0)

Here we do not mean true equality, but rather a binary relation that we will
use to represent equality.

2We denote by YQ-¢(Q) the second-order formula VX —¢(X/Q), where ¢(X/Q)
is the formula where the predicate symbol @ is replaced by a second-order variable
X.

3We do not really need this last axiom, but we have added it anyway so that all
axioms of Robinson’s @ are in T'.
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We now give the axioms for the successor function:
Vavy(S(z) =y — (N(z) AN(y)))
(VaTyS(z) = y)™
(VaVyVuvo((S(z) =y AS(u) =v Az =u) = y=v))"
(Vz=S(x) = 0)V
(Vo(r =0V IyS(y) = x))V.3

In the axioms below, we will leisurely denote by 1(S(x)) the formula
Vy(S(z) = y — ¥(y)) and similarly for z + y and x - y. We proceed
with the inductive definitions of + and -:

(VaVyVz(x +y =2z = (N(z) A N(y) A N(2))))

Finally, we introduce a predicate R. This predicate is meant to function
as a sort of ‘padding’. The goal of this predicate is to force the measure
of a point S™(0) to be larger than the measure of {z | N(z)Axz > S™(0)}
(the precise use will be made clear in the proof below).

(VaVy—R(z,y))"

The last two axioms will be in 7" instead of in T', because these need
to be evaluated for ¢ = % while the rest will be evaluated for ¢ = 0.
So, because we will be looking at when the negation does not hold, the
existential quantifier should be read as “strictly more than measure %
many” .

Vo (N(z) — Jy(R(z,y) Vo =y))
Vx(N(zx) = Jy—(R(z,y) Vx <y))

Here, © < y is short for f(3z(z + S(2) = y)), i.e. the usual definition
of © < y evaluated for ¢ = 0.

Note that for universal formulas it does not matter if they are in T'
or T" because in both cases the negation of the formula does not hold
if and only if the formula holds classically.

We will now show that these axioms indeed do what we promised.
First, we show that (i) implies (ii). So, assume N £ VQ(—¢(Q)). Fix
a predicate QY such that N £ —p(Q). Now take the model M =
w x {0,1} to be the disjoint union of two copies of w, where we define
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S,+,-,<,0 on the first copy w x {0} of w as usual, and let these be
undefined elsewhere. Let

N :=w x {0} and R := {((a,0), (b,1)) | pk [2""" > 3*T'] #£b}.

We let QM (a,0) hold if QV(a) and we never let it hold on the second
copy of w. Finally, define D by

D(a,0) = D(a,1) := ey

Then it is directly verified that
(M,D) o ~( AT) V=",

i.e. all formulas in 7'U {¢™} hold in (M, D) if universal quantifiers
are interpreted classically and existential quantifiers as expressing that
there exists a set of positive measure. Note that because all points have
positive measure this is equivalent to the classical existential quantifier,
so all we are really saying is that 7" and ¢ hold classically in M.

Furthermore, if we let a € w and denote b for pk[28 > 3%*!] then
we have that

Prly € M| (M, D) £y R((a,0),) V (a,0) = y]
1 1 1

9 9b+l + 3a+1
1

>
2
while we also have that

Prly € M| (M, D) k=5 ~(R((a,0),) V (a,0) < y)]

s

1=a+2
:1_1(1_1_,_ 1 >
2 b 3a+1
1
)

where the last inequality follows from the fact that b is the smallest
k € w such that 2¥T! > 39t 5o that 2° < 3%f!. Thus, we see that
(M, D) 1 =(AT"). But then we see from (the proof of) Theorem 3.1,

together with the remark below Theorem 3.3 that there is a probability
model (N, &) such that

W8y £ (<(AT)) V- AT) v (),

i.e. (i) does not hold.
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Conversely, assume that statement (i) does not hold. Without loss
of generality, we may assume the equality relation on M to be true
equality; otherwise, because (i) does not hold and all equality axioms
are in T we could look at M /= instead.

Again, from (the proof of) Theorem 3.1 we see that

(M, D) [~ ﬂ(/\T> v =™ and (M, D) bé% ﬂ</\T’>.

We will now use the three axioms involving R. Let m € M with M =
N(m). Then {a € M | M | a =m} C NM by the equality axioms,
and similarly {a € M | m < a} € NM. So the axiom (VaVy—R(z,y))"
tells us that these two sets are disjoint from {a € M | M = R(m,a)}.
Therefore, from the two axioms in 7" it now follows that

1
I;r[ae/\/lw\/l):m:a} >§—l§‘)r[a€M|M):R(m,a)}
>1§‘)r[a€/\/l|/\/l):m<a}.
Thus,
1
(8) Fi’)r[./\/l} >§f;r[a€/\/l|m§a]

We now claim that, if we denote S(z) for the unique y such that S(z) =
y (as guaranteed to exist and be unique by T):

Pr|{0,....85(0)}] > (1 - 2k1+1) Pr[N].

For k = 0 this is clear: from the axioms in 7T it follows that for
all elements a € N different from 0 we have a > 0, and therefore
Prp [{O}} > Prp [N] by (8). Similarly, assume this holds for k& € w.
Then we have by (8):

Py [{o, L S’““(O)}]

> Pr [{o, o S’f(())}} + % (%r[N] —Pr [{0, ce S’“(O)}D

so from the induction hypothesis we obtain

Because this converges to Prp [N } if £ goes to infinity, we see that
all weight of N rests on X := {S"(0) | n € w} C N. Now, if some
universal quantifier holds when relativised to N, it certainly holds when
restricted to X. Furthermore, if some existential quantifier holds with
positive measure in N, then it also has to hold with positive measure
in X because X C N has the same measure as N. Therefore, we see



14 R. KUYPER

that (M, D) o ™ implies that also (M]X,D[X) o ~¢* (see the
discussion at the beginning of the proof about what it means for the
negation of a formula to not hold).

However, we can directly verify that MJX is isomorphic to the
standard natural numbers N = (w, S, +,-,0). So, by transferring the
predicate Q from M to N (i.e. letting Q" (k) hold if Q*(S*(0)) holds)
we find that indeed N £ VQ-p(Q). O

Putting this together, we reach our conclusion.

Theorem 4.3. For rational € € (0,1), the set of e-tautologies is 11} -
hard.

Proof. From Theorem 3.1, Theorem 3.3 and Theorem 4.2. U

In fact, we have shown that even for languages not containing func-
tion symbols or equality, e-validity is already IIj-hard. Our proof above
uses one constant: 0. However, we could also replace 0 by a unary rela-
tion representing 0 = x and modify the proof to show that the relational
fragment of e-validity is IT{-hard.

We do not yet know of an upper bound for the complexity of e-
validity. While we have developed methods for proving upper bounds
for e-satisfiability, which will be discussed in a future paper, these
methods do not seem to work for proving any results about e-validity.
Thus, the exact complexity of e-validity is still an open problem.
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